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1. Sites, fppf sheaves and completion

Grothendieck topology and topoi are an important algebro-geometric machinery for homo-
topists since lots of algebro-geometric objects like schemes, algebraic spaces, formal groups
and p-divisible groups all can fully faithfully embed into the category of fppf sheaves.

Now, let me give an introduction to Grothendieck topology and sheavs on sites. A good
reference for them is stacks project [14].

1.1 Grothendieck topology

Definition 1.1. [14] A site is given by a category C and a class Cov(C) ⊂ 2Mor(C) of
families of morphisms with fixed target {Ui → U}i∈I where I is a small set, called coverings
of C, satisfying the following axioms
(1) If V → U is an isomorphism then {V → U} ∈ Cov(C).
(2) If {Ui → U}i∈I ∈ Cov(C) and for each i we have {Vij → Ui}j∈Ji ∈ Cov(C), then
{Vij → U}i∈I,j∈Ji ∈ Cov(C).
(3) If {Ui → U}i∈I ∈ Cov(C) and V → U is a morphism of C then Ui ×U V exists for all i
and {Ui ×U V → V }i∈I ∈ Cov(C).

Remark 1.2. In axiom (3) we require the existence of the fibre products Ui ×U V for i ∈ I.
Actually almost all sites appear in algebraic geometry have any pullback.

Example 1.3. (i)[Small Zariski site]
Let X be a topological space. Let XZar be the category whose objects consist of all the open
sets U in X and whose morphisms are just the inclusion maps. That is, there is at most one
morphism between any two objects in XZar. Now define {Ui → U}i∈I ∈ Cov (XZar) if and
only if

⋃
Ui = U .

(ii)[Big τ site]
Let Sch be the category of schemes, and τ ∈ {Zar, et, Smooth, fppf, fpqc}. Let T be a
scheme. An τ covering of T is a family of morphisms {fi : Ti → T}i∈I of schemes such that
each fi is
(1)open immersion
(2)étale
(3)smooth
(4)flat, locally of finite presentation
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(5)flat and such that for every affine open U ⊂ T there exists n ≥ 0, a map a : {1, . . . , n} → I

and affine opens Vj ⊂ Ta(j), j = 1, . . . , n with
⋃n

j=1 fa(j) (Vj) = U , respectively, and such that
T =

⋃
fi (Ti). We denote the corresponding site to be Schτ . Appearently we have

Cov(Zar) ⊂ Cov(et) ⊂ Cov(Smooth) ⊂ Cov(fppf) ⊂ Cov(fpqc)

Definition 1.4 (Presheaf). Let C be a site. A presheaf of sets on C is a contravariant functor
from C to Sets. Morphisms of presheaves are transformations of functors. The category of
presheaves of sets is denoted PSh(C) or Fun(Cop, Set). (Note C is not necessarily essentially
small, so PSh(C) is not necessarily locally small)

Definition 1.5 (Sheaf and topos). Let F be a presheaf of sets on C. We say F is a sheaf if
for every covering {Ui → U}i∈I ∈ Cov(C) the diagram

F(U) −→
∏
i∈I

F (Ui)
p∗0,p

∗
1

⇒
∏

(i0,i1)∈I×I

F (Ui0 ×U Ui1)

represents the first arrow as the equalizer of p∗0 and p∗1.

A topos is defined to be a category of sheaves on a site.

Definition 1.6 (Sheafification). Let JU be the category of all coverings of U . The objects of
JU are the coverings of U in C, and the morphisms are the refinements. Note that Ob (JU)

is not empty since {idU} is an object of it. We define

F+(U) = colimJ op
U
H0(U ,F)

where H0(U ,F) =
{
(si)i∈I ∈

∏
iF (Ui) , si|Ui×UUj

= sj|Ui×UUj
∀i, j ∈ I

}
. We can verify F+

is separated and sF = (F+)+ is a sheaf. We call sF by the sheafification.

Actually, this colimit is a direct colimit because we have the following lemma, which
implies different refinements between 2 covers induce the same morphism of H0.

Lemma 1.7. Any two morphisms f, g : U → V of coverings inducing the same morphism
U → V induce the same map H0(V ,F)→ H0(U ,F)

Proof: Let U = {Ui → U}i∈I and V = {Vj → V }j∈J . The morphism f consists of a map
U → V , a map α : I → J and maps fi : Ui → Vα(i). Likewise, g determines a map β : I → J

and maps gi : Ui → Vβ(i). As f and g induce the same map U → V , the diagram
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Vα(i)

Ui V

Vβ(i)

fi

gi

is commutative for every i ∈ I. Hence f and g factor through the fibre product

Vα(i)

Ui Vα(i) ×V Vβ(i)

Vβ(i)

Now let s = (sj)j ∈ H
0(V ,F). Then for all i ∈ I :

(f ∗s)i = f ∗i
(
sα(i)

)
= ϕ∗ pr∗1

(
sα(i)

)
= ϕ∗ pr∗2

(
sβ(i)

)
= g∗i

(
sβ(i)

)
= (g∗s)i

where the middle equality is given by the definition of H0(V ,F). This shows that the maps
H0(V ,F)→ H0(U ,F) induced by f and g are equal.

□

Warning: JU is not necessarily a (essentially) small catgory, so not any presheaf on any
site can be sheafificated. Actually, there exists a presheaf on Schfpqc which admits
no fpqc sheafification!
However if we remove fpqc and consider τ ∈ {Zar, et, Smooth, fppf}, then all JU in Schτ

are essentially small and any presheaf in it can be sheafificated.

In the following context, we only consider the site whose JU are essentially
small and in which all pullbacks exists. (Actually, that holds for almost all sites
in algebraic geometry except for fpqc ones.)

Proposition 1.8 (Adjoint). PSh(C) ⇄ Sh(C) is a pair of adjunction.

Proposition 1.9. The sheafification functor s : PSh(C)→ Sh(C) preserves any finite limit
(because the sheafification can be witten as a filtered colimit of underlying sets).

Proposition 1.10 (monomorphisms and epimorphisms). Let ϕ : F → G be a map of sheaves
of sets or abelian groups, then
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(1) ϕ is monomorphism iff for every object U of C the map ϕ : F(U)→ G(U) is injective.
(2) ϕ is epimorphism iff for every object U of C and every section s ∈ G(U) there exists a
covering {Ui → U} such that for all i the restriction s|Ui

is in the image of ϕ : F (Ui) →
G (Ui).

Proposition 1.11 (Adjoint). We denote PAb(C) and Ab(C) to be the categories of abelian
presheaves and abelian sheaves on C respectively. Then PAb(C) ⇄ Ab(C) is still a pair of
adjunction.

Proposition 1.12. PAbSh(C) and AbSh(C) are abelian categories.

Proof: First, the kernel and cokernel PAb(C) are created objectwise, so it is abelian. For
the AbSh(C), we need the following lemma.

□

Lemma 1.13. Let C
b

⇄
a
D be an adjoint pair of functors. Assume that

(1) C,D are additive categories, b, a are additive functors,
(2) C is abelian and b preserves finite limits,
(3) b ◦ a ∼= idD.
Then D is abelian.

Proof: As C is abelian we see that all finite limits and colimits exist in C. Since b is a left
adjoint we see that b is also right exact and hence exact. Let ϕ : B1 → B2 be a morphism of
C. In particular, if K = Ker (B1 → B2), then K is the equalizer of 0 and ϕ and hence bK
is the equalizer of 0 and bϕ, hence bK is the kernel of bϕ.

Similarly, if Q = Coker (B1 → B2), then Q is the coequalizer of 0 and ϕ and hence bQ is
the coequalizer of 0 and bϕ, hence bQ is the cokernel of bϕ. Thus we see that every morphism
of the form bϕ in D has a kernel and a cokernel. However, since ba ∼= id we see that every
morphism of D is of this form, and we conclude that kernels and cokernels exist in D. In
fact, the argument shows that if ψ : A1 → A2 is a morphism in D then

Ker(ψ) = bKer(aψ), and Coker(ψ) = bCoker(aψ).

Now we still have to show that Coim(ψ) = Im(ψ). We do this as follows. First note that
since D has kernels and cokernels it has all finite limits and colimits . Hence we see that a
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is left exact and hence transforms kernels (=equalizers) into kernels.

Coim(ψ) = Coker (Ker(ψ)→ A1) by definition
= bCoker (a (Ker(ψ)→ A1)) by formula above
= bCoker (Ker(aψ)→ aA1)) a preserves kernels
= bCoim(aψ) by definition
= b Im(aψ) C is abelian
= bKer (aA2 → Coker(aψ)) by definition
= Ker (baA2 → bCoker(aψ)) b preserves kernels
= Ker (A2 → bCoker(aψ)) ba = idD

= Ker (A2 → Coker(ψ)) by formula above
= Im(ψ) by definition

Thus the lemma holds.

□

Remark 1.14. By the Yoneda lemma, if a presheaf of abelian groups is representable by an
object H, then H admits a natural abelian group structure.

1.2 Localization of topoi

In 1.2 we give some useful propositions about topoi.

Proposition 1.15. Let C be a site. Let U ∈ Ob(C). We turn C/U into a site by declaring a
family of morphisms {Vj → V } of objects over U to be a covering of C/U if and only if it is
a covering in C. Consider the forgetful functor jU : C/U −→ C. Then we have the following
equivalence of categories

Sh(C/U) ⇄ Sh(C)↓U

Proof: Actually we can give an equivalence

Sh(C/S ′
) ⇄ Sh(C/S)↓S′

for any morhism S
′ → S in C.

For a sheaf Y in Sh(C/S ′
) let YS denote the functor on (C/S)op sending an S-object T

to the set of pairs (ε, y), where ε : T → S ′ is an S-morphism and y ∈ Y (ε : T → S ′) is an
element. There is a natural morphism of functors fY : YS → S ′ sending (ε, y) to ε.
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For a sheaf X in Sh(C/S)↓S′ , let XS′ be the functor on (C/S ′
)op whose value on T → S

′

is the set of morphisms T → X in Sh(C/S)↓S′ . It is easy to show these two functorial
constructions give an equivalence of categories.

□

Remark 1.16. (1) In algebraic geometry, this equivalence tells us Sh(Sch/S)τ is exactly the
overcategory Sh(Sch)τ ↓ hS.

(2) This equivalence still holds even if we replace U by any sheaf F .

Sh(C/F) ⇄ Sh(C)↓F

Now let us focus on the big fppf site Schfppf . Actually any representable functor is an
fppf sheaf.

Proposition 1.17. [13] Let S be a base scheme, X be an S-scheme, then the representable
functor HomS(−, X) is an fppf sheaf on Sch/S.

Now we introduce a useful equivalence. The intuition is that a sheaf is a gluing result.

Lemma 1.18. Let C be a site, and let C ′ ⊂ C be a full subcategory such that the following
hold:
(i) For every U ∈ C there exists a covering {Ui → U}i∈I of U with Ui ∈ C ′ for every i.
(ii) If {Ui → U} is a covering of an object U ∈ C ′ with Ui ∈ C ′ for all i, then for any
morphism V → U in C ′ the fiber products V ×U Ui are in C ′.
Then there is a Grothendieck topology on C ′ in which a collection of morphisms {Ui → U}
in C ′ is a covering if and only if it is a covering in C. Furthermore, the topos defined by C ′

with this topology is equivalent to the topos defined by C.

Proposition 1.19. For any τ ∈ {Zar, et, Smooth, fppf} (remove fpqc), Aff → Sch induces
a natural equivalence of topoi

Sh(Sch)τ
∼−→ Sh(Aff)τ

A τ -sheaf is determined by its values on affine schemes!

Corollary 1.20. Note that any object in Affτ is compact, so the sheaf condition in it is a
finite limit!
So we get: In Sh(Aff)τ any filtered colimit can be created in presheaf level, which commutes
with any finite limit.
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1.3 Completion of an fppf sheaf along a subsheaf

The most following definitions are from [12].

Definition 1.21. Let Y ⊂ X is an monomorphism of fppf sheaves on Sch/S. We define
Infk

Y (X) ⊂ X to be the subsheaf whose value on an S-scheme T are given as follows: for a
t ∈ X(T ), t ∈ Infk

Y (X)(T ) iff there is an fppf covering {Ti → T} and for each Ti associates
a closed subscheme T ′i defined by an ideal whose k + 1 power is (0) with the property that
tT ′

i
∈ X(T ′i ) is contained in Y (T ′i ).

This definition is somewhat general, in most cases we only involve the completion of a
scheme along a subscheme.

Example 1.22. (1) If X and Y are S-schemes and Y → U ⊂ X is an immersion, then
Infk

Y (X) = Infk
Y (U) ' Spec(OU/Ik+1) where I ⊂ OU is the corresponding quasi-coherent

ideal.

(2) Let Z ⊂ X be a closed immersion of S-schemes with corresponding quasi-coherent
ideal I, then the value of the sheaf X̂Z = lim−→k

Infk
Z(X) = lim−→k

Spec(OX/Ik+1) on a S-scheme
T equals {t ∈ X(T )|t∗(I) is locally nilpotent}.

We mostly consider the case when Y is a given base point, i.e. Y (T ) = {∗} = hS(T )

for any S-scheme T . In this case we get an endfunctor (̂−) : Sh(Sch/S)
∗ → Sh(Sch/S)

∗

by (X, e) 7→ (lim−→k
Infk

e (X), e), where Sh(Sch/S)∗ is denoted as the category of fppf sheaves
over S with a basepoint.

We say an X ∈ Sh(Sch/S)∗ is complete (ind-infinitesimal in [12]) iff X̂ = X. It is easy to
check we have a natural inclusion X̂ ⊂ X, and that ̂̂

X ⊂ X̂ is a natural isomorphism. So
any completion of a pointed fppf sheaf is complete.

Proposition 1.23. (a) The endfunctor (̂−) : Sh(Sch/S)
∗ → Sh(Sch/S)

∗ preserves finite
limits. Let CSh(Sch/S)∗ be the category of complete pointed fppf sheaves, so CSh(Sch/S)

∗

has finite limits, which are created in Sh(Sch/S)
∗.

(b) CSh(Sch/S)∗
Forget

⇄
(̂−)

Sh(Sch/S)
∗ is an adjoint pair.

(c) CAb(Sch/S)
Forget

⇄
(̂−)

Ab(Sch/S) is an adjoint pair.

Proof: (a) We only need to check (̂−) preserves final object and pullbacks. The case of
final object is obvious.
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For a pullback X ×Z Y we need to show X̂ ×Z Y → X̂ ×Ẑ Ŷ is naturally isomorphic.
Apparently this is a monomorphism of sheaves. It suffices to show it is an epimorphism. Let
(f, g) ∈ Γ

(
T, X̂ ×Ẑ Ŷ

)
where T is affine. Then there is a (finite) covering family {Ti → T}

and nilpotent immersions of order k, T̄i −→ Ti such that f | T̄i = 0. Similarly there is an
fppf covering family

{
T ′j → T

}
and nilpotent immersions of order k: T̄ ′j ↪→ T ′j corresponding

to g.
But

{
Ti ×T T

′
j → T

}
is a covering family, T̄i ×T T̄

′
j → Ti ×T T

′
j is a nilpotent immersion

of order 2k and obviously (f, g) | T̄i×T T̄j = 0. Thus X̂ ×Z Y → X̂×Ẑ Ŷ is an epimorphism,
and hence an isomorphism.

And (b),(c) are direct corollaries of (a).

□

2. Formal groups and p-divisible groups

All (big) sheaves involved in 2 will always mean fppf sheaves.

2.1 Linearly topological rings

Before the introduction of formal groups, we need some preliminary knowledge of linear
topological rings. In the category of linear topological rings ( [15] chap 4), we have an
excellent framework to deal with the completion.

Definition 2.1. A filtration of ideals I in R is a non-empty collection of ideals of R such
that ∀I, J ∈ I, ∃I ′ ∈ I , I ′ ⊂ I ∩ J .

Lemma 2.2. Given a filtration of ideals I in R, then

(i) {a+ I|a ∈ R, I ∈ I} forms a topological basis in R, and we call it the topology induced
by I.

(ii) The topology induced by I makes R become a topological ring.

Proof: Omitted.

□

Definition 2.3. A linearly topological ring R is a topological ring such that the topology
induced by the filtrtion of open ideals in R is the same as its topology.
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Proposition 2.4. A topological ring induced by a filtration of ideals is a linearly topological
ring (note this is not a completely trivial statement).

Example 2.5. The linear topology induced by {In|n ≥ 1} for an ideal I ∈ R is called I-adic
topology. Note if I = 0, then this topology is discrete.

Let us denote LRings to be the category of linearly topological rings with continuous
ring maps.

Proposition 2.6. [15] Let R,S and T be linearly topological rings, and let R → S and
R → T be continuous homomorphisms. We then give S ⊗R T the linear topology defined by
the ideals I ⊗ T + S ⊗ J , where I runs over open ideals in S and J runs over open ideals in
T . This is easily seen to be the pushout of S and T under R in LRings. We conclude LRings

has finite colimits since the initial object ( Z with the discrete topology) and all pushouts
exist in it.

Proposition 2.7.

(i) Let {Ri | i ∈ J } be a family of objects in LRings, and write R =
∏

iRi. We give this
ring the product topology, then it is the same as the linearly topology defined by the
ideals of the form

∏
i Ji, where Ji is open in Ri and Ji = Ri for almost all i. So it is

easy to check R =
∏

iRi is the product in LRings.

(ii) Given following morphisms in LRings

B Cg

f

then the subring a = {b ∈ B|f(b) = g(b)} with the linear topology by filtration

{J = I ∩B|I open in B}

is the equalizer in LRings.

(iii) So we conclude LRings has any limit.

Now we start to introduce the completion of linearly topological rings
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Definition 2.8. Let R be a linearly topological ring. The completion of R is the ring
R̂ = lim←I R/I, where I runs over the open ideals in R. There is an evident mapR → R̂,
and the composite R→ R̂→ R/I is surjective so we have R/I = R̂/Ī for some ideal Ī ⊂ R̂.
These ideals form a filtered system, so we can give R̂ the linear topology for which they are
a base of neighbourhoods of zero.

It is easy to check that ̂̂
R = R̂. We say that R is complete, or that it is a formal ring, if

R = R̂. Thus R̂ is always a formal ring. We write FRings for the category of formal rings.

Remark 2.9. It is important to notice that the completion R̂ from an I-adic topology is
not always the same as the IR̂-adic topology on R̂ ! But it is the case when I is finitely
generated, see [14] Algebra 96.3.

Proposition 2.10.

(i) A linearly topological ring with the discrete topology is always complete.

(ii) Let R,S and T be in FRings, and let R→ S and R→ T be continuous homomorphisms,
then Ŝ ⊗R T is easily seen to be the pushout of S and T under R in FLings. We conclude
FRings has finite colimits since the initial object ( Z with the discrete topology) and all
pushouts exist in it.

(iii) Any limit in FRings exists and could be created in LRings.

Definition 2.11. Let (R,m) be a local ring, we have a natural linear topology in R by the
m-adic topology. So we get a functor: LocalRings −→ LRings. In fact this functor is fully
faithful because of the following lemma, and base on that we will always treat local rings as
linearly topological rings.

Lemma 2.12. Let A,B ∈ LRings. Suppose their linear topology is induced by filtrations A

and B respectively. Let f : A −→ B be a ring homomorphism. Then f is continuous if and
only if ∀J ∈ B there exists I ∈ A such that f(I) ⊂ J .

Proposition 2.13 ( [14] Algebra chap 96,97). Let (R,m) be a Noetherian local ring,
then

(i) (R̂,mR̂) is still Noetherian local, and m̂ = lim←n m/m
n ' mR̂ .

(ii) (R,m) is regular if and only if (R̂, m̂) is.

(iii) The topology on the completion R̂ is the same as the m̂-adic topology on it, by 2.9.

Remark 2.14. If a local ring (R,m) is not Noetherian, then (R̂,mR̂) is not necessarily local.
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2.2 Formal Lie varieties

We have known that the equivalence of topoi Sh(Sch)fppf −→ Sh(Aff)fppf , so we will be
free to exchange things from each other.

Definition 2.15. Let χ̂ be the full subcategory of Fun(Rings, Sets) which consists of functors
X : Rings→ Sets that is a small filtered colimit of corepresentable functors. More precisely,
there must be a small filtered category J and a functor i 7→ Xi = Hom(Ri,−) such that
X = lim−→i

Xi.

It is obvious that χ̂ ⊂ Sh(Aff)fppf . Actually χ̂ is the category of “formal schemes”
in Strickland’s sense [15], which equals (Pro − Ring)op or Ind − Aff . And we have fully
faithful embeddings

FRing → χ̂

by sending R to Spf(R) = lim−→I open
SpecR/I and natural inclusion

χ̂→ Sh(Aff)fppf

Definition 2.16. Let X ∈ CSh(Sch/S)∗, we call it a pointed formal Lie variety iff zariski
locally on S, the F is isomorphic to Spf(OS[[x1, ..., xn]]) as pointed fppf sheaves for some
n ≥ 0.

Proposition 2.17. [12] Let X ∈ CSh(Sch/S)∗, the following are equivalent
(1) X is a pointed formal Lie variety.
(2) Zariski locally on S, the X is isomorphic to Spf(OS[[x1, ..., xn]]) as sheaves (not neces-
sarily pointed) for some n ≥ 0.
(3)
(a) The Infk(X) is representable for all k ≥ 0.
(b) The ωX = e∗(ΩInf1(X)/S) = e∗(ΩInfk(X)/S) is a finite locally free sheaf on S.
(c) Denoting by grinf∗ (X) the graded OS-algebra

⊕
k≥0 Ikk , such that grinfi (X) = gri(Inf

i(X))

holds for all i ≥ 0. We have an isomorphism SymS (ωX)∗
∼−→ grinf∗ (X) induced by the

canonical mapping ωX
∼−→ grinf1 (X).

Proposition 2.18. Let X → S be a smooth S-scheme with a base point e : S → X ∈ X(S),
then X̂ is a formal Lie variety.

Proof: Pick an affine open U ⊂ S containing s Pick an affine open V ⊂ f−1(U) containing
x. Pick an affine open U ′ ⊂ e−1(V ) containing s. Note that V ′ = f−1 (U ′) ∩ V is affine as
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it is equal to the fibre product V ′ = U ′ ×U V . Then f : U ′ → V ′ is separated smooth and
e : V ′ → U ′ is an section (actually a closed immersion). Then we get that X̂V ′ = Û ′V ′ . The
proposition can be easily deduced from the following lemma.

□

Lemma 2.19. [14](Algebra 139.4) Let ϕ : R→ S be a smooth ring map. Let σ : S → R be
a left inverse to ϕ. Set I = Ker(σ). Then
(1) I/I2 is a finite locally free R-module, and
(2) if I/I2 is free, then S∧ ∼= R [[t1, . . . , td]] as R-linear topological rings, where S∧ is the
I-adic completion of S.

Proof: By the exact sequence of Kahler differentials applied to R → S → R we see that
I/I2 = ΩS/R ⊗S,σ R. Since by definition of a smooth morphism the module ΩS/R is finite
locally free over S we deduce that (1) holds.

If I/I2 is free, then choose f1, . . . , fd ∈ I whose images in I/I2 form an R-basis. Consider
the R-algebra map defined by

Ψ : R [[x1, . . . , xd]] −→ S∧, xi 7−→ fi

Denote P = R [[x1, . . . , xd]] and J = (x1, . . . , xd) ⊂ P . We write Ψn : P/Jn → S/In for the
induced map of quotient rings. Note that S/I2 = ϕ(R)⊕ I/I2. Thus Ψ2 is an isomorphism.
Denote σ2 : S/I2 → P/J2 the inverse of Ψ2. We will prove by induction on n that for all
n > 2 there exists an inverse σn : S/In → P/Jn of Ψn. Namely, as S is formally smooth
over R we see that in the solid diagram

S P/Jn

P/Jn−1

σn−1

of R-algebras we can fill in the dotted arrow by some R-algebra map τ : S → P/Jn making
the diagram commute. This induces an R-algebra map τ̄ : S/In → P/Jn which is equal to
σn−1 modulo Jn. By construction the map Ψn is surjective and now τ̄ ◦ Ψn is an R-algebra
endomorphism of P/Jn which maps xi to xi + δi,n with δi,n ∈ Jn−1/Jn. It follows that Ψn is
an isomorphism and hence it has an inverse σn. This proves the lemma.

□
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Actually, any formal Lie variety on an affine base can be from the completion of a pointed
smooth scheme, as the following.

Proposition 2.20. Let X ∈ CSh(Sch/S)∗ be a formal Lie variety. If S = Spec(R) is affine,
then we have a (non-canonical) isomorphism X → Spf(ŜymS(ωX)) as pointed sheaves.

Proof: Let Ik ⊂ OX be the quasi coherent ideal corresponding S → infkX, and I →
ωX → 0 be the projection of R-modules. Then we can lift following arrows one-by-one

...

I2

I1

ωX I0

Hence we get a sequence of isomorphisms

... ...

Sym(ωX)/(ω
k+1
X ) OinfkX

Sym(ωX)/(ω
k
X) Oinfk−1X

... ...

≃

≃

≃

≃

which induces an isomorphism X → Spf(ŜymS(ωX)).

□

Remark 2.21. It is worth noting this theorem is based on the fact that a finite locally free
sheaf on S is a projective object in Qcoh(S) if S is affine.

Corollary 2.22. Let X ∈ CSh(Sch/S)∗ be a formal Lie variety (S here is not necessarily
assumed to be affine), then X is a formally smooth fppf sheaf, which means X(Spec(A))→
X(Spec(A/I)) is surjective for any A→ A/I over S with a square-zero ideal I.

Proof: To show that X(Spec(A))→ X(Spec(A/I)) is surjective, we can assume S = Spec(A)

is affine. Then it is from the completion of a pointed smooth S-scheme Y = Spec(SymS(ωX))

14



by the proposition above. So it suffices to show the following is a pullback diagram of sets.

Ŷ (Spec(A)) Ŷ (Spec(A/I))

Y (Spec(A)) Y (Spec(A/I))

i i

Let u ∈ Ŷ (Spec(A/I)), then u ∈ Y (Spec(A/I)) is from an element v ∈ Y (Spec(A)) by the
formal smoothness of Y . Now we claim v ∈ Ŷ (Spec(A)).

There exists n ≥ 1 such that u : Spec(A/I) → Y factors through u : Spec(A/I) →
infk(Y ) since u ∈ Ŷ (Spec(A/I)), then u|Spec(A/I + J) = 0 for some nilpotent ideal J . So
v ∈ Ŷ (Spec(A)) by the fact I + J is still nilpotent.

□

2.3 Formal Lie groups

Definition 2.23. A formal Lie group is an abelian sheaf X ∈ Ab(Sch/S) whose underlying
pointed sheaf is a formal Lie variety.

We more care about 1-dim formal Lie groups, which are called by “formal group” in
most references. In 2.3 we will show that formal groups over an affine basis are equivalent
to graded formal group laws on an even weakly periodic graded ring.

Definition 2.24 (EWP). A graded ring R∗ is called EWP(even weakly periodic) iff it satisfies
following conditions
(a) R2 ⊗R0 R−2 → R0 is isomorphic;
(b) R1 = 0.

Proposition 2.25. From the definition, for an EWP ring R∗ we immediately get
(1) R2 ⊗R0 Rn → Rn+2 is isomorphic for any n ∈ Z.
(2) Rodd = 0.
(3) R2 ∈ Pic(R0) with (R2)

⊗−1 = R−2.

Proof: We can directly check R∗ ' R[x±1], |x| = 2 zariski locally on Spec(R) and check
these properties zariski locally.

□

Example 2.26. Let R be a ring, and L ∈ Pic(R). Then SymR(L
±1)∗ =

⊕
i∈Z L

⊗i is an
EWP ring.

15



Now let us calculate the data of a formal group.

Lemma 2.27. For any M,N ∈ Qcoh(S), we have

HomSh(S)∗(Spf(ŜymS(M)), Spf(ŜymS(N))) =
+∞∏
i=1

HomOS−Mod(N,Symi(M))

Proof: Directly calculate by 1.23.

□

Corollary 2.28. Let X,Y ∈ CSh(Sch/S)∗ be a pointed formal Lie variety of dim = 1 over
an affine base S = Spec(R), then
(1) HomSh(S)∗(X × X,X) '

∏
(i,j)|i+j≥1HomOS−Mod(ωX , ω

i+j
X ) =

∏
(i,j)|i+j≥1 ω

i+j−1
X where

Sh(S)∗ denotes pointed fppf sheaves over S. So any F ∈ HomSh(S)∗(X ×X,X) corresponds
an element F (x, y) ∈ R∗[[x, y]], |x| = |y| = −2 where R∗ = SymR(ω

±1
X )∗.

If it satisfies the associated (commutative) law then it coincides with a graded formal (com-
mutative) group law on the EWP ring SymR(ω

±1
X )∗ or on SymR(ωX)∗.

(2) We have HomSh(S)∗(X,Y ) =
∏+∞

i=1 HomOS−Mod(ωY , ω
i
X) and

IsomSh(S)∗(X,Y ) = IsomOS−Mod(ωY , ωX)×
+∞∏
i=2

HomOS−Mod(ωY , ω
i
X) =

IsomOS−Mod(ωY , ωX)×
+∞∏
i=2

ωi−1
X = IsomOS−Mod(ωY , ωX)×

+∞∏
i=1

ωi
X

Theorem 2.29. Let p : MFGLs(EWP ) → Aff be the moduli stack of formal group laws
on EWP rings whose objects are pairs (E∗, F ) with F a formal group law on E∗, whose
morphisms are (oppositely) pairs (φ, f) with φ : E1∗ → E2∗ a morphism of graded rings and
f : φ∗F1

≃−→ F2 an isomorphism of formal group laws on E2∗. And p(E∗, F ) = Spec(E0).

Then The construction in last corollary actually gives an equivalence of moduli stacks

MFG MFGLs(EWP )

Aff

∼

Remark 2.30. This theorem provides a natural graded structure to a 1-dim formal group
over an affine base, which is important when we consider the Landweber exact theorem.
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2.4 Barsotti-Tate groups (p-divisible groups)

Following Grothendieck, we prefer the term Barsotti-Tate group because the concept of ”p-
divisible group” has a meaning for any abelian group object in an arbitrary category and
does not indicate any relation with algebraic geometry.

Definition 2.31. A Barsotti-Tate group over a base scheme S is an fppf abelian sheaf G in
Ab(Sch/S) satisfying the following conditions:
(1) lim−→n

G[pn]→ G is naturally isomorphic. (p-torsion)
(2) G p−→ G is an epimorphism of abelian sheaves. (p-divisible).
(3) G[pn] is representable by a scheme finite locally free over S for any n ≥ 1.

Lemma 2.32. Let G be an abelian sheaf over S satisfying (1) and (2). Then for any
m,n ≥ 0 we have a short exact sequence of abelian sheaf

0→ G[pn]→ G[pm+n]
pn−→ G[pm]→ 0

So by fppf descent theory of finite group schemes [6], the (3) in the definition can be replaced
by the following
(3)′

G[p] is representable by a scheme finite locally free over S.

Proposition 2.33. If G0 → G1 → ... → Gn → ... be an sequence of morphisms of abelian
sheaves over S satisfying the following conditions:
(1) Gi is a scheme finite locally free of degree phi over S, where h ≥ 0 is a number independent
on i;
(2) Gn → Gn+1 is a closed immersion for any n ≥ 0;
(3) 0→ Gn → Gn+1

pn−→ Gn+1 is exact for any n ≥ 0,
then G = lim−→Gn is a Barsotti-Tate group over S, and G[pn] = Gn for every n ≥ 0.

Proof: The condition (3) implies Gn+1[p
n] = Gn, by induction we get Gn+m[p

n] = Gn,
and hence G[pn] = Gn and G = lim−→n

G[pn].
On the other hand we get a new exact sequence 0 → Gn → Gm+n

pn−→ Gm. We claim
Gm+n

pn−→ Gm is epimorphic. By fppf descent theory, we have a factorization

Gm+n Gm

Gm+n/Gn

pn

i
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where Gm+n/Gn is a finite locally free group of degree pmi over S and i is a monomorphism.
However, any proper monomorphism is a closed immersion. So i is a closed immersion
between finite locally free schemes of the same degree over S, and hence an isomorphism.
Let n = 1, we get Gm+1

p−→ Gm → 0. Therefore take the direct colimit about m we get
G

p−→ G→ 0.

□

Remark 2.34. Actually, the proposition above is a local definition of the Barsotti-Tate
group. Because for any BT group G and s ∈ S, G[p]s = Gs[p] is annihilated by p, which
implies its rank must be phs for some number hs by the theory of algebraic groups.

3. Thom spectrum functor and infinite loop space machine

Before getting into the σ-orientation we introduce two important topological settings which
are infinite loop space machine and Thom spectrum functor respectively.

Here we only consider Thom spectra from a map into a classifying space of some topo-
logical group, from which Thom spectra admit more useful properties compared with from
a topological monoid.

Definition 3.1 ( [7] Thom spectrum functor). Let (f : X → BO) ∈ Top↓BO , then the
standard filtration XV = f−1(BO(V )) gives a Thom prespectrum

Mp(f)(V ) = Th(E(XV )→ XV ) = E(XV )+ ∧O(V )+ S
V

The spectrification M(f) of Mp(f) is called the Thom spectrum corresponding f .

Remark 3.2. (i) Actually, any filtration lim−→V⊂R∞ FVX = X where FVX is a closed sub-
space of X such that FVX ⊂ XV gives the same [7] Thom spectrum (though not the same
prespectra).
(ii) For G = Sp(∞), U(∞), SU(∞), O(∞), SO(∞), the construction above also applies.

3.1 Properties of the Thom spectrum functor

For any spectrum E ∈ Sp and any V ⊂ R∞ , Ω∞E admits a right O(V )-action since
Ω∞E = E0 = ΩVEV = F (SV , EV ). These actions are coherent between different V , so we
actually get a right O-action on Ω∞E.

In the following content we always assume G = Sp(∞), U(∞), SU(∞), O(∞) or SO(∞).
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Theorem 3.3. The Thom spectrum functor induces a continuous adjoint pair

Top↓BG

M(−)
⇄

EG×GΩ∞(−)
Sp

Given a map (f : X → BG) ∈ U/BG and E ∈ Sp , then

HomSp(Mf,E) = HomU [G](f
∗EG,Ω∞E) = HomU/BG(X,EG×G Ω∞E)

Proof. Let us denote U and S to be the categories of unbased Topological spaces, and spectra
respectively. First we have

HomS(MX,E) = HomS(colimVMXV , E) = limVHomS(MXV , E)

Second we define EXV and Z(V ) by pullback diagrams,

EXV B(∗, G(V ), G(V ))

XV B(∗, G(V ), ∗)

ZV B(∗, G(V ), G)

XV B(∗, G(V ), ∗)

then

limVHomS(MXV , E) = limVHomU∗(EXV+∧G(V )S
V , EV ) = limVHomU∗[GV +](EXV+,Ω

VEV )

= limVHomU [GV ](EXV ,Ω
∞E) = limVHomU [G](EXV×GV

G,Ω∞E) = limVHomU [G](ZV ,Ω
∞E) =

HomG(p
∗X,Ω∞E)

Since equivariant maps from a principle G-bundle to a G-space are equivalent to the
following sections, we can conclude

HomG(p
∗X,Ω∞E) = HomU/X(X, p

∗X ×G Ω∞E) = HomU/BG(X,EG×G Ω∞E)

Proposition 3.4. This adjunction Top↓BG

M(−)
⇄

EG×GΩ∞(−)
Sp is actually a Quillen adjunction

since M(Sn−1 → Dn) is a cell pair of spectra and M(Dn× 0→ Dn× I) is a weak equivalent
cell pair for those morphisms over BG.

Proposition 3.5. Let f : X → BG be a map and A a space. Let g be the composite X×A→
X → BG, where the first map is the projection away from A. Then T (g) = A+ ∧ T (f),
which implies Thom spectrum functor preserves tensors, and hence is a topological Quillen
functor.

Proposition 3.6. Thom spectrum functor T (−) preserves weak equivalences. Any Thom
spectrum T (f) from a map F : X → BG is (−1)-connective.
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3.2 Monads and Thom spectrum functor

Proposition 3.7. Let V1,V2 be two real universes.
(i) Given maps B → L(V1, V2) and f : X → BO(V1), denote g to be the composition
B×X → B×BO(V1)→ BO(V2). Then we have the natural isomorphism T (g) ∼= BnT (f).
(ii) Given maps f : X → BO(V1) and g : Y → BO(V2), denote f × g to be the composition
X × Y → BO(V1)× BO(V2)→ BO(V1 ⊕ V2). Then T (f × g) ∼= T (f) ⊼ T (g).

Proposition 3.8. Let L(n) = L(R∞×n,R∞), then for any map f : X → BO we have

T (g) =
∨
n≥0

L(n)×Σn T (f)
⊼n

where g is the composition
⊔

n≥0 L(n)×Σn X
n →

⊔
n≥0 L(n)×Σn BO

n → BO.

Now we introduce a quite useful lemma [3] which tells how to get the adjoint functor
between monadic algebra categories.

Lemma 3.9. Let C and D be topological bicomplete categories, and A : C → C and B : D → D
be continuous monads. Further suppose that there is a continuous functor F : C → D which
is coherent with the monad structure and therefore yields a functor F : C[A]→ D[B].

If F : C → D is left adjoint functor preserving tensors, and the monads A and B preserve
reflexive coequalizers, then F : C[A]→ D[B] is still a left adjoint functor preserving tensors.

Corollary 3.10. Thom spectrum functor induces topological Quillen adjoint pairs

Top[L(1)]↓BO ⇌ Sp[L(1)] and Top[E∞]↓BO ⇌ Sp[E∞]

where the L(1)-spectrum is the L-spectrum in EKMM [5] sense.

Remark 3.11. This section 3.2 also applies to G = U(∞) or G = Sp(∞) if we replace real
isometries operad by complex or symplectic isometries operads.

3.3 Diagonal and Thom isomorphism

Definition 3.12 (coaction). For any map f : X → BG, the diagonal induces a coaction
X → X × X in Top↓BG, where X × X → BG is the projection of the second variable. It
gives a natural coaction on Thom spectra: Mf → X+ ∧Mf .
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Definition 3.13 (Thom morphism [7]). With the same hypothesis above, given a homotopy
commutative phantom ring spectrum (a commutative monoid in Ho(Sp)/phantoms) E and
a morphism of spectra Mf → E we have a natural morphism E ∧Mf → E ∧X+ ∧Mf →
E ∧X+ ∧ E → E ∧X+ in Ho(Sp)/phantoms. It induces a natural homological morphism
φf : E∗(Mf)→ E∗(X).

Under certain condition φf will be an isomorphism, which is called Thom isomorphism.

Theorem 3.14 (Thom isomorphism). Let G = Sp(∞), U(∞), SU(∞), O(∞), SO(∞) or
Spin(∞). Let E be a homotopy commutative ring (phantom) spectrum.
(i) Given a phantom ring spectrum morphism MG → E, then for any map X → BG the
Thom morphism E∗(Mf)→ E∗(X) is an isomorphism.
Moreover, if X is E∞ and f is an E∞ map, then E∗(Mf) → E∗(X) is an isomorphism of
E∗-algebras.
(ii) Given an E∞ space X and an E∞ map f : X → BG. Let Mf → E be a phantom
ring spectrum morphism. If X is 0-connected, then E∗(Mf)→ E∗(X) is an isomorphism of
E∗-algebras.

Example 3.15. Let MO → HZ/2 and MU → HZ be ring spectrum morphisms from the 0-th
postnikov tower. Then we have natural Thom isomorphisms H∗(MO;Z/2)→ H∗(BO;Z/2)

and H∗(MU)→ H∗(BU).

3.4 Infinite loop space machine

Now we turn to the infinite loop space machine, which is an important technique in stable
homotopy theory.

Definition 3.16. (1). A commutative H-space space X i.e. a commutative monoid in
Ho(Top) is called group-like iff the monoid π0(X) is a group.
(2). We define group-like E∞-spaces as infinite loop spaces.
(3). Let X → Y be an H-map between commutative H-spaces, we call it the completion map
of X iff π0(Y ) is a group and H∗(X)[(π0X)−1]→ H∗(Y ) is isomorphic.

Now let me introduce the existence and uniqueness of additive infinite loop space machine.

Theorem 3.17 ( [1] Additive infinite loop space machine). Let C be a cofibrant unital E∞
operad in Top and f : C∗ → Ω∞Σ∞ be a morphism of monads on Top∗. Then the Quillen
pair (Σf ,Ωf ) induces a equivalence of categories if we restrict it to the following Top-enriched
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subcategories (so actually an equivalence of ∞-categories)

group-like Ho(E∞-spaces) ⇌ (−1)-connective Ho(Sp)

where Σf (−) = Σ∞ ⊗C∗ (−) is the coequalizer of the following diagram in Sp

Σ∞C∗X Σ∞X ΣfX

Σ∞Ω∞Σ∞X

Σ∞µ

And ΩfX = Ω∞X is endowed with the C∗-action C∗Ω
∞X → Ω∞Σ∞Ω∞X → Ω∞X.

Theorem 3.18 ( [10] Uniqueness of additive infinite loop space machine). We define an
(additive) infinite loop space machine to be an adjoint pair (F,G)

Ho(E∞-spaces)
F

⇄
G

(−1)-connective Ho(Sp)

such that
(1) The composition (−1)-connective Ho(Sp) G→ Ho(E∞-spaces) → CMon(Ho(Top∗)) is
equivalent to Ω∞;
(2) For any X ∈ Ho(E∞-spaces), X → GF (X) is a group completion, which means
π0GF (X) is a group and H∗(X)[(π0X)−1]→ H∗GF (X) is isomorphic.

Now, if (F1, G1) and (F2, G2) are two infinite loop space machines, then there exists a
natural equivalence between F1 and F2.

Remark 3.19. The existence of an additive infinite loop space machine (F,G) implies that
for any group-like E∞-space X, the induced pointed H-space is actually an H-group because
X ∼= Ω∞FX in CMon(Ho(Top∗)) and Ω∞FX is a pointed H-group.

Furthermore, beyond the additive, there exists multiplicative infinite loop space machine
as the following constructed by May:

Theorem 3.20 ( [11] Multiplicative infinite loop space machine). Let K be the Steiner E∞
operad. We can construct a explicit morphism of monads f : K∗ → Ω∞Σ∞ on Top∗, which
further induces a morphism of monads on Top∗[L+] where L is the real linear isometries
operad. Then the Quillen pair (Σf

m,Ω
f
m) induces a equivalence of categories if we restrict it

to the following subcategories (enriched in Ho(Top).)

ring-like Ho(E∞-ring spaces) ⇌ (−1)-connective Ho(E∞-Sp)
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where E∞-ring spaces means (Top∗[L+])[K∗] and “ring like” means it is group-like after
forgetting in Top∗[K∗]. The Σf

m(−) = Σ∞ ⊗K∗ (−) here should be the coequalizer of the
following diagram in Sp[L] instead of in Sp in the additive case.

Σ∞K∗X Σ∞X Σf
mX

Σ∞Ω∞Σ∞X

Σ∞µ

And Ωf
mX = Ω∞X is endowed with the K∗-action K∗Ω

∞X → Ω∞Σ∞Ω∞X → Ω∞X.

Remark 3.21. (1) Note that for a unital operad C on Top, the C∗ and C+ are different
constructions of operads on Top∗. The C+ is added to an extra base point, while the C∗(X)

for an X ∈ Top∗ is defined as the following pushout diagram in Top[C], which makes C∗(X)

become an object in Top∗ by C(∅) = ∗ → C∗(X).

C(∗) C(∅) = ∗

C(X) C∗(X)

(2) An E∞-ring space, i.e. an object in (Top∗[L+])[K∗], can induce an additive monoid
in (Ho(Top∗),×) and a multiplicative monoid in (Ho(Top∗),∧), i.e. a semi-ring object in
(Ho(Top∗),×,∧).

3.5 The E∞-structure of MString and MU 〈6〉

We also consider the connective complexK-theory bu. By strategy of [9], bu = LΣf
m(

⊔
i≥0BU(i))

3.17 which means bu is a connective E∞-ring and bu∗ = Z[v], |v| = −2.
We define BU〈2k〉 = RΩf (Σ2kbu), a group-like E∞-space, then bu2t(X) = [X,BU〈2t〉].
When t = 0, actually we have BU〈0〉 = Z× BU in Ho(Top).

Multiplication by vt : Σ2tbu → bu gives the (2t − 1)-connective cover of bu. Under this
identification, we get a sequence of morphisms in Ho(Top[E∞]) by the infinite loop space
machine

...→ BU 〈2k〉 → ...→ BU 〈6〉 → BSU → BU → BU 〈0〉

derived from infinite loop space machine.

However, in order to get a Thom spectrum we need an actual over-map instead of a
homotopy class of over-map which is what we only have now. The similar problem also
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appeared in [15]P87.

Lemma 3.22. Let Sp denote the∞-category of spectra, then the inclusions Sp≥n ⊂ Sp≥0, n ≥
0 and Sp≥0 ⊂ Sp are coreflective subcategories, which means the inclusion admits a left ad-
junction.

Proof. It is a direct conclusion from the canonical t-structure on Sp.

The 3.17 actually gives an equivalence between the∞-category of connective spectra and
the ∞-category of group-like E∞-spaces.

Sp≥0
∼−→ S[E∞]gl

So we have the following.

Corollary 3.23. (1) By the infinite loop space machine, for any n ≥ 0 the ∞-category of
(n− 1)-connective group-like E∞-spaces S[E∞]gl≥n ⊂ S[E∞]gl is a coreflective subcategory.
(2) Given an (n − 1)-connective covering Xn → X of group-like E∞-spaces, Y ∈ S[E∞]gl≥n
and an arrow f : Y → X, then MapS[E∞]gl

/X
(Y,Xn) is contractible.

proof of (2): It follows from the following homotopy pullback diagram of spaces.

MapS[E∞]gl
/X
(Y,Xn) MapS[E∞]gl(Y,Xn)

∗ MapS[E∞]gl(Y,X)

∼

{f}

The corollary illustrates the n-connective cover of a group like E∞-space is up to con-
tractible choices.

Proposition 3.24. By the contractiblity above, we get for any group-like E∞-space X the
full sub ∞-category Covn(X) ⊂ S[E∞]gl/X is a contractible Kan complex.

Theorem 3.25 (E∞ structure of MO 〈n〉 and MU 〈2k〉).
By proposition above, we get contractiblility of choices for BO 〈n〉 and BU 〈2k〉 when we take
X = BO and X = BU respectively. Moreover, there is a following homotopy diagram in
h(S[E∞]gl/BO) determined by the canonical E∞ map BU → BO.

... BU 〈6〉 BSU = BU 〈4〉 BU

... Bstring = BO 〈6〉 = BO 〈8〉 BSpin = BO 〈4〉 BSO BO
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Taking the E∞ Thom spectrum functor 3.10 over BO, we get the following homotopy diagram
in h(Sp[E∞]).

... MU 〈6〉 MSU =MU 〈4〉 MU

... Mstring =MO 〈6〉 =MO 〈8〉 MSpin =MO 〈4〉 MSO MO

4. σ-orientation

We know that any commutative ring spectrum E with Eodd = 0 (actually E2n+1 = 0 for
every n ≥ 1 suffices) is complex orientable. So any elliptic cohomology theory is complex
orientable. However, we can not find a canonical complex orientation on an elliptic coho-
mology theory without extra data.

But it can be well done if we consider MU 〈6〉-orientation. The main result in [2] is that
MU 〈6〉-orientations of an EWP(2.24) ring spectrum E coincides with cubical structures of
the bundle I(0) on Spf(E0CP∞).

Remark 4.1. Throughout the whole section 4, E is denoted as an EWP commutative
ring phantom-spectrum. Here we use ring phantom-spectrum because by localizing a ring
(phantom-)spectrum we can only get a phantom spectrum: for any EWP commutative ring
phantom-spectrum E and f ∈ E0, the homology theory E[f−1]∗(−) = E∗[f

−1] ⊗E∗ E∗(−)
induces a commutative ring phantom-spectrum E[f−1].

4.1 n-cocycles

Definition 4.2. Let C be a category admitting finite products. If A and T are commutative
monoid objects in CMon(C), we define C0(A, T ) to be the set

C0(A, T )
def
= HomC(A, T )

and for k ≥ 1 we let Ck(A, T ) be the subgroup of f ∈ HomC(A
k, T ) such that

(a) f (a1, . . . , ak−1, 0) = 0 ;
(b) f (a1, . . . , ak) is symmetric in the ai ;
(c) f (a1, a2, a3, . . . , ak)+f (a0, a1 + a2, a3, . . . , ak) = f (a0 + a1, a2, a3, . . . , ak)+f (a0, a1, a3, . . . , ak)

when k ≥ 2.
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Remark 4.3. (1) The Cn(A, T ) is commutative monoid set induced by T .
(2) We refer to (c) as the “cocycle” condition for f . If T is an abelian group object, then in
definition (a) can be replaced by (a)’: f(0, 0, ..., 0) = 0.

Definition 4.4. If G and T are abelian group objects, and if k ≥ 0 and f ∈ Ck(G, T ),
then let δ(f) ∈ Ck+1(G, T ) be the map given by the formula for k ≥ 1 δ(f) (a0, . . . , ak) =

f (a0, a2, . . . , ak) + f (a1, a2, . . . , ak)− f (a0 + a1, a2, . . . , ak) .

For k = 0, the map should be δ(f)(a) = f (0)− f (a)

Definition 4.5 (Sheafification). From definition we can make n-cocycles a sheaf as the
following: let X,Y are commutative momoid fppf sheaves over S, we define Ck(X,Y )(T ) =

Ck(XT , YT ). It is actually a representable commutative monoid sheaf in Sh(Sch/S)fppf in
certain case.

Proposition 4.6. Let G be a formal group over a scheme S. Then for all k, the functor
Ck (G,Gm) is an S-affine commutative group scheme.

Proof: It suffices to work k ≥ 1 and locally on S, so by 2.29 we may assume S = Spec(R)

and choose a coordinate x on G. We define power series g0, . . . , gk by

gi =


i = 0 f(0, . . . , 0)

i < k f (x1, . . . , xi−1, xi+1, xi, . . . , xk) f (x1, . . . , xk)
−1

i = k f (x1, . . . , xk) f(x0 +F x1, x2, . . .)
−1f(x0, x1 +F x2, . . .)f(x0, x1, x3, . . .)

−1

Let I be the ideal in R generated by all the coefficients of all the power series gi − 1. It is
not hard to check Spec(R/I) has the universal property that defines Ck (G,Gm).

4.2 Even spaces

Before into the topology cocycle, we introduce a useful concept.

Definition 4.7. (1) We say a space X to be “even” iff H∗(X) is concentrated in even degrees
and Hn(X) is free abelian for all n.
(2) An H-space means a monoid object in Ho(Top).

Lemma 4.8 ( [8]4C.1). If X is even and simply-connected, then there exists a CW approx-
imation W → X such that W only consists of cells of even dimension.
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Proposition 4.9. Let E be an EWP commutative ring phantom-spectrum. Then for any
even space X,
(1) The A-T spectral sequence H∗(X;E∗) =⇒ E∗(X) collapses . Therefore E∗(X) is a free
E∗-module and E∗(X)→ Hom∗E∗(E∗X,E∗) is bijective.
(2) The E0(X) is a cocommutative E0-coalgebra by kunneth theorem. Furthermore, If X is
an even H-space, we define XE = Spf E0X, then the natural Cartier morphism SpecE0X →
HomGrp/E(XE,Gm,E) is isomorphic, which is the Cartier duality.

Definition 4.10. Firstly define the map ρ0 : P → 1 × BU ⊂ BU〈0〉 just to be the map
classifying the tautological line bundle L.
As for t > 0, let L1, . . . , Lt be the obvious line bundles over P t. Let xi ∈ bu2 (P t) be the
bu-theory Euler class, given by the formula

vxi = 1− Li.

Then we have the isomorphisms

bu∗
(
P t

) ∼= Z[v][[x1, . . . , xt]]

The class
∏

i xi ∈ bu2t (P t) gives the map ρt : P t = (CP∞)t → BU〈2t〉.

Remark 4.11. Note that the composition P t ρt−→ BU〈2t〉 → BU〈0〉 classifies the bundle∏
i (1− Li).

Proposition 4.12. Let X be an even commutative H-space, we have the following diagram
of commutative monoid sets for any k ≥ 0,

Ck(P,X) Ck
E0−CcoAl(E0P,E0X) HomMon/E(X

E, Ck(PE,Gm,E))

Ck(PE,Mm,E)(SpecE0X) Ck(PE,Gm,E)(SpecE0X)

where P = CP∞ and PE = Spf E0P , XE = SpecE0X. The dashed liftings exist only when
k ≥ 1 or X is an H-group, and in those 2 cases all sets in the diagram are abelian groups.

Definition 4.13. For 0 ≤ t ≤ 3, BU〈2t〉 is an even space [2]. Apply the above to ρt ∈
Ct(P,BU〈2t〉), we get morphisms of commutative group schemes over Spec(E0)

ft : SpecE0BU〈2t〉 → Ck(PE,Gm,E).
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Theorem 4.14 (Ando-Hopkins-Strickland [2]). The morphism fk : SpecE0BU〈2k〉 →
Ck(PE,Gm,E) is an isomorphism of commuatative group schemes over SpecE0 when 0 ≤
k ≤ 3.

Proof. sketch: First we note the formation of fk : SpecE0BU〈2k〉 → Ck(PE,Gm,E) is pre-
served under base change. Second, by 4.1 locally on SpecE0 we can assume E is MP -
orientable. So it suffices to show fk is an isomorphism for E =MP .

In this case we have a map of graded rings OC → MP0BU〈2k〉 = MU∗BU〈2k〉, both
of which are free of finite type over Z. This map is a rational isomorphism by some easy
calculation, so it must be injective, and the source and target must have the same Poincaré
series. It will thus suffice to prove that it is surjective. Recall that I denotes the kernel of
the map MP0 → Z = HP0 that classifies the additive formal group law, or equivalently the
ideal generated by elements of strictly positive dimension in MU∗. By induction on degrees,
it will suffice to prove that the map OC/I →MP0BU〈2k〉/I is surjective.

Base change and the Atiyah-Hirzebruch sequence identifies this map with the map
OC3(Ĝa,Gm) → HP0BU〈2k〉, in other words the case E = HP of the proposition. This
case was proved in Proposition 4.4(k = 2) or Corollary 4.14(k = 3) of [2].

4.3 The Line bundle on a formal group

Now we turn to the connection between n-cocycles for a line bundle and Thom spectrum
orientation.

Firstly we need a well-behavior definition of the line bundle on a formal group.

Definition 4.15. Let X ∈ Sh(Aff)Zar be a big Zariski sheaf. We define the QCoh(X) as
the following:
A quasi-coherent sheaf F ∈ QCoh(X) consists of the following data:
(a) For each (R, x) ∈ Points(X), a module Mx over R.
(b) For each map f : (R, x) → (S, y) in Points (X), an isomorphism θ(f) = θ(f, x) :

S ⊗R Mx → My of S-modules. The maps θ(f, x) are required to satisfy the functorality
conditions
(i) In the case f = 1 : (R, x)→ (R, x) we have θ(1, x) = 1 :Mx →Mx.
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(ii) Given maps (R, x)
f→ (S, y)

g→ (T, z), the map θ(gf, x) is just the composite

T ⊗R Mx = T ⊗S S ⊗R Mx
1⊗θ(f,x)−→ T ⊗S My

θ(g,y)−→ Mz.

Remark 4.16. (1) The QCoh(X) has direct sums with (M ⊕ N)x = Mx ⊕ Nx and tensor
products with (M ⊗ N)x = Mx ⊗R Nx when x ∈ X(R). The unit for the tensor product is
the sheaf O, which is defined by Ox = R for all x ∈ X(R).
(2) A line bundle is defined to be a quasi-coherent sheaf on X such that all Mx is a projective
module of rank 1 on R.
(3) It can be checked the definition agrees with the ordinary case when X is a scheme.

Proposition 4.17. Let X ∈ Sh(Aff)Zar be a big Zariski sheaf, then the following statements
hold:
(1) There is a natural equivalence pX : Gm,X-tor → PIC(X)≃ between the category of
Gm,X-torsors (on big Zariski site Aff/X) and the maximal groupoid of the full category
PIC(X) ⊂ QCoh(X) of line bundles.
(2) If X = lim←−Iop

Xi is an inverse limit of a filtered diagram I, then we have following
equivalences by homotopy limit(or 2-limit) of categories
(i) QCoh(X) ' lim←−Iop

QCoh(Xi);
(ii) Gm,X-tor ' lim←−Iop

Gm,Xi
-tor ;

(iii) pX = lim←−Iop
pXi

Proof. (1)
Let T ∈ Gm,X-tor, we define pX(T ) ∈ PIC(X)≃ by pX(T )(R, x) = HomGm,R

(TR,A1
R), the

Gm,R-equivariant morphismsm, which is a R-module induced by A1
R.

Conversely, let L ∈ PIC(X)≃, we define the ϕX(L) ∈ Gm,X-tor by ϕX(L)(R, x) =

IsoR(R,L(R, x)), the trivializations of L(R, x). It is not hard to verify pX is the inverse of
ϕX .

(2)
We only give a proof of (i), since (ii) and (iii) can be proved by similar arguments.

We can identify the lim←−Iop
QCoh(Xi) by systems ({Mi} , φ) of the following type:

(a) For each i we have a sheaf Mi over Xi.
(b) For each u : i → j (with associated map Xu : Xi → Xj ) we have an isomorphism
φ(u) :Mi ' X∗uMj.
(c) In the case u = 1 : i→ i we have φ(1) = 1.
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(d) Given i
u→ j

v→ k we have φ(vu) = (X∗uφ(v)) ◦ φ(u).

Given a quasi-coherent sheaf M over X, we define a system of sheaves Mi = v∗iM , where
vi : Xi → X is the given map. If u : i → j then vj ◦ Xu = vi so we have a canonical
identification Mi = X∗uMj, which we take as φ(u). This gives an object of lim←−Iop

QCoh(Xi).
On the other hand, suppose we start with an object {Mi} of lim←−Iop

QCoh(Xi), and we
want to construct a sheaf M over X. Given a ring R and a point x ∈ X(R), we need to
define a module Mx over R. As X = limiXi(R), we can choose i ∈ J and y ∈ Xi(R)

such that vi(y) = x. We would like to define Mx = Mi,y, but we need to check that this
is canonically independent of the choices made. We thus let J be the category of all such
pairs (i, y). Because X(R) = limiXi(R), we see that J is filtered. For each (i, y) ∈ J we
have an R-module Mi,y, and the maps φ(u) make this a functor J → ModR. We define
Mx = lim→J Mi,y. Because this is a filtered diagram of isomorphisms, each of the canonical
maps Mi,y →Mx is an isomorphism. We leave it to the reader to check that this construction
produces a sheaf, and that it is inverse to our previous construction.

Definition 4.18. Suppose that k ≥ 0 and G is an abelian big-Zariski-sheaf over S, and
L is an line bundle on G. Given a subset I ⊆ {1, . . . , k}, we define σI : Gk

S → G by
σI (a1, . . . , ak) =

∑
i∈I ai, and we write LI = σ∗IL, which is a line bundle over Gk

S. We also
define the line bundle Θk(L) over Gk

S by the formula

Θk(L) def
=

⊗
I⊂{1,...,k}

(LI)
(−1)|I|

Finally, we define Θ0(L) = L For example we have

Θ0(L)a = La , Θ
1(L)a =

L0

La

, Θ2(L)a,b =
L0 ⊗ La+b

La ⊗ Lb

Θ3(L)a,b,c =
L0 ⊗ La+b ⊗ La+c ⊗ Lb+c

La ⊗ Lb ⊗ Lc ⊗ La+b+c

We observe three facts about these bundles.
(i) Θk(L) has a natural rigid structure for k > 0.
(ii) For each permutation σ ∈ Σk, there is a canonical isomorphism

ξσ : π∗σΘ
k(L) ∼= Θk(L)

where πσ : Gk
S → Gk

S permutes the factors. Moreover, these isomorphisms compose in the
obvious way.
(iii) There is a canonical identification (of rigid line bundles over Gk+1

S ) Θk(L)a1,a2,... ⊗
Θk(L)−1a0+a1,a2,... ⊗Θk(L)a0,a1+a2,... ⊗Θk(L)−1a0,a1,...

∼= 1
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Definition 4.19. A Θk-structure on a line bundle L over a group G is a trivialization s of
the line bundle Θk(L) such that
(i) for k > 0, s is a rigid section;
(ii) s is symmetric in the sense that for each σ ∈ Σk, we have ξσπ∗σs = s;
(iii) the section s (a1, a2, . . .)⊗ s (a0 + a1, a2, . . .)

−1⊗ s (a0, a1 + a2, . . .)⊗ s (a0, a1, . . .)−1 cor-
responds to 1 under the isomorphism above.

A Θ3-structure on a line bundles is called by a cubical structure.

Definition 4.20. We write Ck(G;L) for the set of Θk-structures on L over G. Note that
C0(G;L) is just the set of trivializations of L, and C1(G;L) is the set of rigid trivializations
of Θ1(L). We also define a functor from rings to sets by

Ck(G;L)(R) =
{
(u, f) | u : spec(R)→ S, f ∈ Ck

spec(R) (u
∗G; u∗L)

}
Remark 4.21. Note that for the trivial line bundle OG, the set Ck (G;OG) reduces to that
of the group Ck (G,Gm) of cocycles introduced previously.

For any two line bundles L1,L2, we have natural Ck(G;L1)×Ck(G;L2)→ Ck(G;L1⊗L2)

by (s1, s2) 7→ s1⊗ s2. Consequently, let L1 be trivial, then we can get a natural group action
Ck(G;Gm)× Ck(G;L)→ Ck(G;L) for any line bundle L.

Proposition 4.22. If G is a formal group2.23 over S, and L is a line bundle over G

trivializable Zariski locally on S, then the functor Ck(G;L) is a scheme, whose formation
commutes with change of base. Moreover, Ck(G;L) is a torsor for Ck (G,Gm).

Now return to the topology.

Definition 4.23. Suppose that X is a finite even complex and V is a virtual complex vector
bundle classified by a X → Z × BU . We write XV for its Thom spectrum. The coaction of
the Thom spectrum makes E0XV an E0X-module. By Thom isomorphism Zariski locally, it
is a line bundle further.

Proposition 4.24. Suppose that X is a finite complex and V is a virtual bundle over X.
We shall write L(V ) for line bundle Ẽ0XV , and L defines a functor from vector bundles over
X to line bundles over XE.
(i) If V and W are two virtual complex vector bundles over X then there is a natural
isomorphism

L(V ⊕W ) ∼= L(V )⊗ L(W )
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and so L(V −W ) = L(V )⊗ L(W )−1.
(ii) Moreover, if f : Y → X is a map of spaces, then there is a natural isomorphism
f ∗L(V ) ∼= L (f ∗V ) of line bundles over YE.

If X is an (infinite) even complex and V is a virtual bundle classified by f : X →
BU〈0〉, then L(V ) is a quasi-coherent sheaf on Spf E0X by taking (co)limits. Moreover, the
proposition above also applies for infinite even complex X.

Lemma 4.25. Let T (ρ0) = Σ∞Th(L) is the Thom spectrum associated with ρ0 : P →
Z×BU by the tautological bundle L. Then the Thom sheaf E0T (ρ0) is naturally isomorphic
to I(0) = ker(E0P → E0) in Qcoh(PE). This isomorphism is induced by a homotopy
equivalence of P+-comodule pointed spaces P → Th(L).

Proof. We can see the equivalence P → Th(L) preserved the P+-comodule action by the
following diagram.

P P × P

D(EU1) D(EU1)× P

Th(L) Th(L) ∧ P+

∆

s s×id

(id,p)

p p×id

Definition 4.26. For 1 ≤ i ≤ k, let Li be the line bundle over the i factor of P k. Recall
that the map ρk : P k → BU〈2k〉 pulls the tautological virtual bundle over BU〈2k〉 back to
the bundle

V =
⊗
i

(1− Li)

Passing to Thom spectra gives a map

(P k)V →MU〈2k〉

which determines an element sk of E0MU〈2k〉⊗̂E0
(
(P k)V

)
.

Together with properties 4.24 of L give an isomorphism

L(V ) ∼= Θk(I(0))

of line bundles over P k
E. With this identification, sk is a section of the pull-back of Θk(I(0))

along the projection MU〈2k〉E → SE.
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Proposition 4.27. The section sk is a Θk-structure, and hence an element of

Ck (PE; I(0)) (MU〈2k〉E)

Proof. This is analogous to the case of ρk. Let

MU〈2k〉E gk−→ Ck (PE; I(0))

be the map classifying the Θk-structure sk. We note that the isomorphism BU〈2k〉E ∼=
Ck (PE,Gm) gives Ck (PE; I(0)) the structure of a torsor for the group scheme BU〈2k〉E

when k ≤ 3. It is worth noting that an equivariant morphism between torsors automatically
become an isomorphism. Actually, the gk is the case.

Proposition 4.28. The following diagram is commutative when 0 ≤ k ≤ 3

BU〈2k〉E ×MU〈2k〉E Ck (PE;Gm,E)× Ck (PE; I(0))

MU〈2k〉E Ck (PE; I(0))

which is concluded by the following naturality of coactions on Thom spectra

(P k)V P k
+ ∧ (P k)V

MU〈2k〉 BU〈2k〉+ ∧MU〈2k〉

Theorem 4.29 (Ando-Hopkins-Strickland). The morphism MU〈2k〉E gk−→ Ck (PE; I(0)) is
an isomorphism of BU〈2k〉E-torsors when 0 ≤ k ≤ 3.

Proof. Since any morphism of torsors is an isomorphism, it follows from 4.28.

Since MU〈2k〉 is a bounded-below even spectrum when k ≤ 3, we have natural isomor-
phisms

[MU〈2k〉, E] = E0(MU〈2k〉)→ HomE∗(E∗MU〈2k〉, E∗) = HomE0(E0MU〈2k〉, E0)

and
[MU〈2k〉, E]ring = HomE0−Al(E0MU〈2k〉, E0) =MU〈2k〉E(SE).

Corollary 4.30 (Orientations correspond Θk-structures). When k ≤ 3, the isomorphism gk

induces a bijection
[MU〈2k〉, E]ring → Ck (PE; I(0)) (SE).
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4.4 Cubical structure on elliptic curves

In 4.4, we will see any elliptic cohomology theory has a unique MU〈6〉-orientation.

Lemma 4.31 (Theorem of the cube [4]). Let X → S be an abelian scheme over S. Then
for any L ∈ Pic(X), the Θ3(L) ∼= p∗M for someM∈ Pic(S) where p denote the projection
XS ×XS ×S X → S.
Furthermore, OS

∼= e∗Θ3(L) is naturally rigidificated, so M ∼= e∗p∗M ∼= e∗Θ3(L) ∼= OS is
trivial, and hence Θ3(L) is also trivial.

Lemma 4.32. Let p : X → S be a proper smooth morphism with geometrically connected
fibers, then
(i) [16]28.1H: The natural OS → p∗OX is isomorphic;
(ii) Let e : S → X be a section, and let L1,L2 be trivializable line bundles on X, then

HomOX
(L1,L2)→ HomOS

(e∗L1, e
∗L2)

is bijective.

Theorem 4.33 (Unique cubical structure for abelian schemes). Let p : X → S be an abelian
scheme over S. Then for any L ∈ Pic(X), there exists exactly one Θ3-structure on L.

Proof: Since HomOX3 (OX3 ,Θ3(L))→ HomOS
(OS, e

∗Θ3(L)) is bijective by lemma above.
The natural rigidification OS

1−→ e∗Θ3(L) determines unique trivialization u : OX3 → Θ3(L).
Recall the axioms of cubical structures:
(i) s(0) = 1;
(ii) s(aσ1 , aσ2 , aσ3) = s(a1, a2, a3) is symmetric for any σ ∈ Σ3 ;
(iii) the section s (a1, a2, a3)⊗ s (a0 + a1, a2, a3)

−1 ⊗ s (a0, a1 + a2, a3)⊗ s (a0, a1, a3)−1 = 1.

However, all conditions automatically hold for u by u(0) = 1 when we pullback to S along
e, which means u is exactly the unique cubical structure.

Proposition 4.34. Let E → F be a ring (phantom-)morphism between EWP ring (phantom-
)spectra, and MU〈2k〉 → E and MU〈2k〉 → F be two orientations. Then

MU〈2k〉

E F

commutes if and only if
SF SE

MU〈2k〉F MU〈2k〉E
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commutes for the corresponding sections.

Theorem 4.35. (I) For any elliptic cohomology theories E we have natural σ-orientation
MU〈6〉 → E.
(II) The σ-orientations commute for any morphism of elliptic cohomology theories E → F

with morphism C1 → C2 of elliptic curves.

MU〈2k〉

E F

commutes by

MU〈6〉F C3 (PF ; I(0)) C3 (C1; I(0)) SF

MU〈6〉E C3 (PE; I(0)) C3 (C2; I(0)) SE

≃ ≃

≃ ≃
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